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• AIRC/ AIST was established in May 2015 to be the largest AI research center 
in Japan for promoting large-scale AI research with PPP.

• Cooperating with RIKEN and NICT, AIRC/AIST accelerates AI R&D and 
deployment with industries and overseas research institutes.

History of AIRC

AIRC/AIST RIKEN・NICT and governments

FY2015

FY2016

FY2017

AIRC established (May 2015）

RIKEN・AIP established (Apr. 
2016)

NICT・AIS established (Apr. 
2017)

・NEDO research project fund contracted(Jul 2015)

NICT・CiNet (2013～) , others

・Strategic Council of AI 
Technology established
(Apr. 2016)First Joint Symposium on Next Generation AI Technology (Apr. 2016)

Second Joint Symposium on Next Generation AI Technology (May 2017)

・AI Technology
Strategy/ Roadmaps
published (Mar. 2017)

・Organizational change (Apr. 2016)

・NEDO projects interim progress presentation（2017.3）

・Google (Alpha Go) beats 
Lee Sedol (Mar. 2016)

・LOI with Carnegie Mellon University (Dec. 2015)

・MOU with German Research Center for AI Research (DFKI) (Mar. 2016)

・AI Technology Consortium established(Jul 2015）

・NEC-AIST AI Cooperative Research Lab established (Jun. 2016)
・Research project w/ National Cancer Center Japan started(Nov. 2016)

・Panasonic –AIST Advanced AI collaborative Lab established (Feb. 2017）
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・Organizational change (Sep. 2017)

・Commemorative symposium (Sep. 2015)



• Human Intelligence : Combination of Explicit (Symbolic) and Tacit Knowledge 

• AI Intelligence : Modelling based on Big Data, Black Box

• How Tacit Knowledge in Human is represented and interacts with explicit knowledge 
is not well-understood

• How results of ML and DL contribute to intelligent judgement is not well-understood  

• XAI is to make models learned by ML/DL transparent and help Humans relate them 
with their knowledge

Co-Operation and Co-Evolution of Humans and AIs
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MOU with U-Manchester and ATI



• Current AI development is led by tech giants in US and China, based on Big 
Data from Internet. 

• New AI platform technology is necessary to utilize AI for real world with 
human, including mobility, health and welfare, and industrial productivity.

• Our strategic focus is on data-knowledge fusion in industrial and service 
sectors in which Japan has advantage

＜Our research direction of AI development＞

Internet-based AI

- US/Chinese tech giants are leading

Data / 
knowledge

<AI using Big Data>
• Learning from Big Data in 

Internet
• Developing correct data by 

cloud sourcing

Reliability ＜Priority in agility＞
• Releasing β-version and 

improving

Developme
nt process

＜Manpower based＞
• Self-sourced business using 

huge AI manpower

AI embedded in real world
AI to cooperate with Human
- Utilizing data and knowledge in industry

Data / 
knowledge

＜AI to cooperate with Human＞
• Utilizing sound data in industry and 

service sector (e.g. health data, IoT 
data in factories）

• Utilizing professional knowledge

（conversion to AI）

Reliability ＜AI reliable in real world＞
• Assessing reliability of AI before 

introducing into real world

Development 
process

＜Easily-implementable AI＞
• Promoting business development by 

user-driven AI development

Next AI Research Direction
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Real World AI
- from the Internet to the Real World -

AI which cooperates with Human
Cooperative Autonomy, Explainable AI
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AI in Contexts

[1] AI in Digital Transformation

[2] AI for Competition/Cooperation

[3] AI as Existential Threats   
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[1] AI in Digital Transformation

• Society 5.0 : Next Stage of Human Society

– Digital Twin, Cyber-Physical System, Industry 4.0, Connected Factory, Connected 
Health,  Precision Medicine, Robot Co-Workers, Connected Logistics, … 

• 5th Paradigm in Science/Engineering
– Computational Science (Simulation) + 4th Paradigm (Big Data Analytics) 

-> 5th paradigm (Simulation + ML + Knowledge)
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Judgement, Prediction and Intervention
based on Models

Model Construction for Understanding 
of  Unknowns



Self-Navigating Robot
with a model of environment
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Simulation  
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Core of AI

AI x  IoT AI x Robotics

HPC for AI 
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Knowledge of Experts

Big Data Reinforcement Learning
+ Big Data

AI = Alien Intelligence 



Model-Driven Robotics to Data-Driven Robotics
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Data-Driven
Robotics
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Data Generation by Simulation 

Base Engine for Simulation : PhysX
Recognition of interaction among objects
Real-time Simulation
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Learning of the best picking positions

Learning Times ：17hrs
Traning data：64,800 samples

Depth Images

Picking positions

Depth images＋
Picking positions

＋ … … Fail

Success

Convolution Layers＋Pooling Layers

Red：Best
Yellow：90%



Learning from Demonstration

【Learning from Demonstration with Deep Neural Networks】
- able to handle flexible objects
- learning from small number of demonstrations 

Social Intelligence Research Team



Lab Droid “Mahoro” x AI

【Autonomous Cell Culturing System】
- Combining bio-LabDroid “Mahoro” and computer vision for measuring cell cultivation
- Optimizing the conditions of cell culturing autonomously by Bayesian optimization

Computational Omics  Research Team



Construction of Multiscale Geospatial/Temporal Information Platform
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Local

Global

◼Real-time copy of real space built on 
cyber space

◼Common functions at all scales: object 
recognition / change detection and 
dynamic update

• Maps can be created by various 
moving bodies other than 
satellites

• Recording more accurate changes 
by using multi-scale map



Object Detection from Satellite Images

【Mega-solar detection from satellite images】
- application of deep learning to very large-scale data

Geoinformation Science Research Team



GeoAI platform 
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固定カメラ LIDAR

リアルタイム人流観測(大西)

人の滞留解析・予測 on AAIC (金)
(現在の解析結果を棒グラフ表示)

( ↓予測．正解箇所を濃く表示)

混雑環境下自律走行(佐々木)

ロボットの安全走行
シミュレータ (阪野)

(動作生成が人混み未対応のため，
デモはSim内で歩行者を歩かせたのみ)

3D地図作成(中村)
(将来連携予定)

高低

歩行者位置

歩行者位置
速度ベクトル

観測した歩行者を
リアルタイム統合

(白線は歩行軌跡)

統合歩行者データを
Moving Feature (OGC)変換，

AAICへ送信

ロボットが観測した
歩行者データ

動作生成に利用(今後実装予定)



AI Embedded in the Real World
- from the Internet to the Real World -

AI which cooperates with Human
Cooperative Autonomy, Explainable AI
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Knowledge of Experts

Big Data Reinforcement Learning
+ Big Data

AI = Alien Intelligence 



Communication

• Narrow Channels for communication between AI and HI 
Transferring knowledge to AI systems by HI
– Knowledge Acquisition Bottle-Neck (2nd AI boom)
– Data Annotation Bottle-Neck (3rd AI boom)

Explaining the thought processes to HI by AI systems   

• Data + Annotation, Teaching by program
– Language
– Rules
– Mathematics
– Simulation models
– Teaching by showing
– Active Learning

• Black box
– Explainable AI
– Visualization 
– Simulation
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Baseline  method： A man is drinking.

Proposed method：A girl is doing makeup.



Output=“A monkey is doing a karate with a man.”
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From Video to textual explanation



Recognition of sequences of actions with fine-grained object detection

Significant error reduction by sequence recognition   

Video Captioning 

Baseline  method： A man is drinking.

Proposed method：A girl is doing makeup.

Baseline Method： A dog is playing with a dog.

Proposed Method：A boy is playing with a dog.

Baseline Method ： A man is riding a car.

Proposed Method：A woman is riding a boat.

Baseline Method： A man is riding a bicycle.

Proposed Method ：A man is riding a bike.
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(1) 09:00 Nikkei opens with a continual fall

(2) 09:29 Nikkei turns to rise

(3) 11:30
Nikkei continues to fall. The closing price 
of the morning session decreases by 5 
yen to 19,386 yen

(4) 12:30
Nikkei rises at the beginning of the 
afternoon session

(5) 13:54 Nikkei gains more than 100 yen.

(6) 15:00
Nikkei rebounds and closes up 102 yen 
to 19,494 yen

Market comments
Numerical time series data 

(Nikkei stock average)

Characteristics of market comments

Characteristics of the task

Generate

1. Both short- and long-term changes are described
2. Some expressions depend on their delivery time
3. Numerical values are often mentioned

From Data to Text
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Encoding the target index (Nikkei)
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Encoding other indices
Attention mechanism to 
adaptively refer to 
external indices

Nikkei suddenly goes up due t
o

DJ rise

円高が進んだため、輸出関連株が下落し、日経は反落して始まった。



Knowledge Graph
Ontology
Rules  

• Human Intelligence : Combination of Explicit (Symbolic) and Tacit Knowledge 

• AI Intelligence : Modelling based on Big Data, Black Box

• How Tacit Knowledge in Human is represented and interacts with explicit knowledge 
is not well-understood

• How results of ML and DL contribute to intelligent judgement is not well-understood  

• XAI is to make models learned by ML/DL transparent and help Humans relate them 
with their knowledge
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AI in Contexts

[1] AI in Digital Transformation

[2] AI for Competition/Cooperation

[3] AI as Existential Threats   
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[2] AI for Competition/Cooperation

• Nations/Regions 
– AI as one of the focal technologies of international competition/Cooperation

• Technologies made in X: USA, China, Europe, Asia …. 

• IT Giants vs. other Industries,  Private vs. Public
– Manufacturing, Retailing, …., Health care, Transportation(Mobility), ….

• Competition for Resources
– Human Resources (AI researchers/engineers), Computation Resources (Cloud and HPC), and

Data Resources

– Monopoly of Resources by IT giants
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AI Cloud Computational Infrastructure :ABCI

30

• AI research needs a large scale computational infrastructure. AI Bridging 
Cloud Infrastructure (ABCI), developed by AIRC/AIST and Tokyo Tech OIL 
especially for ML/DL, was placed at the 5th of a ranking list in the Top500's 
high-performance supercomputers (Jun. 2018)

• ABCI started its operation in Aug. 2018. Open data and model will be available 
with open innovation systems on ABCI. 

• A Japanese company attained the world fastest deep learning speeds by using 
ABCI (Nov. 2018)

✓ 高性能で省電力の最新GPUを
4352基搭載。

✓ 高温になる演算処理装置などを
AIデータセンター棟が供給す
る外気に近い温度の冷却水で直
接冷却。

✓ 演算性能19.88ペタフロップス
（TOP500 Listの世界5位で、
実運用される計算システムとし
ては国内最高性能）

Top500's high-performance 
supercomputers (2018/6)



Imagenet – Competition of Learning Speed 

0.74

0.745

0.75

0.755

0.76

0.765

0
50

100
150
200
250
300
350
400
450
500

ImageNet / ResNet-50
(Relative speedup & Accuracy)

Relative speedup Accuracy

224 sec
Tesla V100 x2176

29 hours
Tesla P100 x8

1 hour
Tesla P100 x256

30 min
Full TPU Pod

15 min
Tesla P100 x1024

6.6 min
Tesla P40 x2048

【プレスリリース２件】

The team of the AIRC/AIST and Sony is in the top tier.

SONY+

ABCI

(2018)

2018年6月26日

2018年11月13日
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Action Recognition from Video with 3D 
ResNet

K. Hara, H. Kataoka, Y. Sato: Can Spatiotemporal 3D CNNs 

Retrace the History of 2D CNNs and ImageNet?, CVPR 2018

High-Performance

Computing for AI/DL

Significant Improvement of Action Recognition
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Training time of BERT on ABCI

Implementation Environment Training
time

Cost ($) 
(excl. tax)

Tensorflow [1] 16 Cloud TPUs 4 days 8,017

Tensorflow 64 GPUs (ABCI) 4.06 days 4,014

PyTorch (Apex, FP16) 64 GPUs (ABCI) 2.35 days 2,323

[1] Jacob Devlin et al., BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. NAACL-HLT, 2019.
[2] Yang You et al., Large Batch Optimization for Deep Learning: Training BERT in 76 minutes, arxiv, 2019.
[3] Yinhan Liu et al., RoBERTa: A Robustly Optimized BERT Pretraining Approach, arxiv, 2019.

1

10

100

1000

10000

16 128 1024

18.4m with 4,096GPUs

※ABCI has 4,352 GPUs. 
BERT training works well or even better with a 
large batch size [2,3]

• The same training data and epochs 
as in [1]
• Time for preprocessing is 

excluded



Core Center of AI for Industry-Academia Co-operation

Institutes
Companies

Technology Transfer
Joint Research

Technology Transfer
Spin-off

Start-ups

Machine Learning and Probabilistic Modeling

Brain-inspired AI Data-Knowledge Integration AI

AI embedded in the Real World

Observation,
Data Acquisition

Modeling,
Recognition,
Prediction

･･･Natural Language
Understanding

Planning,
Control

②AI Framework and
Advanced Modules

①Large-Scale Fundamental Research

Modeling Phenomena
in Daily Human Life

Constructing Geo-Spatial
Information Platform

Robot For Manufacturing
and Daily Life Support

Accelerating 
Scientific Research

③Shared Tasks and Benchmark Data

Strategy for AI research
- Creating positive cycle among research and deployment of AI

Productivity
【Manufacturing】
Prediction
Efficient Production
【Services】
Metrics & Visualization
Support improvement

Mobility

Efficient Mobility
Quality of Mobility
Autonomous Car

Health, Medical 
Care, Welfare
AI-aided Diagnosis
personalized medicine
Risk prediction
Disease identification
Drug development

Safety/ Security
Disaster prevention
Disaster Response
Estimation of affected
area
Evacuation Plan
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Main Research Results at AIRC

• Publish Satellite image data (more 
than 1PB) in international standard 
format with cutting edge AI functions. 

• Autonomous robots which move 
around and detect / follow other 
moving objects (human, vehicles). 
Modeling trajectories and predicting 
directions.

• Construct “Living Lab”, which connect 
AIST and nursing facilities. Data 
acquisition for precision care at real 
living environment.

• Construct a VR-interaction data 
acquisition system (beta version) 

• Probabilistic modeling system using 
Bayesian-net and PLSA. Realize 
optimization of customers behavior 
and services (36 licensing contacts 
during 2015-16)

• Create systems to recognize humans
behavioral patterns by using deep 
learning technology from video of 
every day life.  Will publish training 
video data (more than 100 
thousands) soon (world largest) 

• Develop a system for detecting 
suspected parts of breast cancer 
from data of ultrasonic diagnosis.

• Develop systems to identify 
household items/ functions from 
their 3D data. Win 1st place at an 
international competition of 3D 
object retrieval.

• Win 1st place at an international 
competition of protein structure 
prediction.

• Develop a method of pedestrian flow 
measurement and large scale
simulation of indoor and outdoor 
evacuation of people. 

• Develop systems that automatically 
assemble simple parts by using 
database of humans behavior. Verified 
at three kinds of parts assembly.

• Develop systems to learn complex 
behavior such as folding towels only 
by teaching several times (using deep 
learning technology)

• Enable of properly manipulating 
deformable object such as hanging a 
shirt to a hanger.

• Construct and publish elemental  
function modules of natural 
language processing.

• Realize clustering and visualization 
of large scale scientific literature. 
(world top level)

• Automatically generate captions of 
short video or time-series data 
using deep learning technology 
(world top level)

• Construct an ontology for describing 
knowledge of elderly care and apply 
to service improvement.

Observation,
Data Acquisition

Modeling, Recognition, 
Prediction

Planning, Control

Natural Language
Understanding

HPC – Large Scale
Computing

• AIST AI Cloud (AAIC), a HPC which is 
focusing on AI/ machine learning, 
attained No.3 in the world at Green
500 List.

• Contribute to standardization of data 
access format which facilitates usage 
of moving features data
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AI in Contexts

[1] AI in Digital Transformation

[2] AI for Competition/Cooperation

[3] AI as Existential Threats   
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[3] AI as Existential Threats

• AI :   Alien Intelligence

– Black box and Autonomous System

– Superseding human intelligence 

• Human controls tools ->  AI controls Human 
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Knowledge Graph
Ontology
Rules  

• Human Intelligence : Combination of Explicit (Symbolic) and Tacit Knowledge 

• AI Intelligence : Modelling based on Big Data, Black Box

• How Tacit Knowledge in Human is represented and interacts with explicit knowledge 
is not well-understood

• How results of ML and DL contribute to intelligent judgement is not well-understood  

• XAI is to make models learned by ML/DL transparent and help Humans relate them 
with their knowledge

Co-Operation and Co-Evolution of Humans and AIs
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Communication

• Narrow Channels for communication between AI and HI 
Transferring knowledge to AI systems by HI
– Knowledge Acquisition Bottle-Neck (2nd AI boom)
– Data Annotation Bottle-Neck (3rd AI boom)

Explaining the thought processes to HI by AI systems   

• Data + Annotation, Teaching by program
– Language
– Rules
– Mathematics
– Simulation models
– Teaching by showing
– Active Learning

• Black box
– Explainable AI
– Visualization 
– Simulation
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Baseline  method： A man is drinking.

Proposed method：A girl is doing makeup.



Thank you for your attention
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